
Syslog to Splunk for vApp

Tag="vapp-main-log"
      Tag="vapp-deployment-log"
      Tag="im-wildfly-server-log"
      Tag="ip-wildfly-server-log"
#   Tag="ig-wildfly-server-log"
      Tag="jcs-daily-vapp-server-log"
      Tag="imps-etatrans-log"
      Tag="imps-im-ps-log"
      Tag="dir-idm-userstore-router-log"
      Tag="dir-idm-userstore-router-trace-log"
      Tag="dir-idm-userstore-log"
      Tag="dir-idm-userstore-trace-log"
      Tag="dir-imps-router-log"
      Tag="dir-imps-router-trace-log"
      Tag="dir-impd-data-dsa-log"
      Tag="dir-impd-data-dsa-trace-log"

Update /etc/rsyslog.d/rsyslog-custom.conf  & define "tag" strings (with hyphens) to be recognized within Splunk searches

tag

tag

To assist with Splunk Queries, we may wish to add more tags  to exclude noise



View raw data first



These fields were auto detected for us to use & 
filter before using a regular expression with the 
updated entries in /etc/rsyslog.d/rsyslog.conf file

May be of some use

This is how ACL may be 
enforced to what we see

Open one entry to see what Splunk has identified by default



View raw data first with host entry
- Note that the Statistic number is lower.



index=main sourcetype="syslog" source="tcp:10514" host="vapp145" imps_etatrans_log
| rex field=_raw 
"^(<(?<priority>\d+)>)?\s*(?<timestamp>\w{3}\s+\d{1,2}\s+\d{2}:\d{2}:\d{2})\s+(?<host>\S+)\s+(?<syslogtag>\S+)\s+(?<imps_time>\d{8}:\d{6}):TID=(?<tid>\w+):(?<action>\
S+)\s+:(?<status>[^\[]+)"
| transaction tid maxspan=5m
| table timestamp host syslogtag imps_time tid action status duration eventcount













config@vapp145 VAPP-14.5.1 (192.168.2.102):/etc/rsyslog.d > cat rsyslog-custom.conf
# Stop imjournal module from flooding imfile module
# Prevent forwarding logs from imjournal to imfile
if $programname == 'imjournal' then {
    stop
}

# Enable debug as needed
# $DebugFile /var/log/rsyslog-debug.log
# $DebugLevel 2
# Use: cat /var/log/rsyslog-debug.log

# Global Settings
# Increase maxMessageSize from default of 8k to 64k
global(maxMessageSize="64k")

# 2024-10-03: Use imfile module to monitor logs efficiently with inotify
module(load="imfile" mode="inotify")

# vApp Main log
input(type="imfile"
      addMetadata="on"
      File="/opt/CA/VirtualAppliance/logs/ca_vapp_main.log"
      Tag="vapp-main-log"
      Facility="local5")

# vApp Deployment log
input(type="imfile"
      addMetadata="on"
      File="/opt/CA/VirtualAppliance/logs/ca_vapp_deployment.log"
      Tag="vapp-deployment-log"
      Facility="local5")

# IM Wildfly Server log: server.log
input(type="imfile"
      addMetadata="on"
      File="/opt/CA/VirtualAppliance/logs/IDM_logs/server.log"
      Tag="im-wildfly-server-log"
      Facility="local5")

# IP Wildfly Server log: server.log
input(type="imfile"
      addMetadata="on"
      File="/opt/CA/VirtualAppliance/logs/IP_logs/server.log"
      Tag="ip-wildfly-server-log"
      Facility="local5")

# JCS Server log: jcs_daily.log
input(type="imfile"
      addMetadata="on"
      File="/opt/CA/VirtualAppliance/logs/ConnectorServer_logs/jcs_daily.log"
      Tag="jcs-daily-vapp-server-log"
      Facility="local5")

# IM Prov Server logs: etatrans*.log
input(type="imfile"
      addMetadata="on"
      File="/opt/CA/VirtualAppliance/logs/ProvisioningServer_logs/etatrans*.log"
      Tag="imps-etatrans-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*-idm-userstore-router-caim-srv-*_*_*.log"
      Tag="dir-idm-userstore-router-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*-idm-userstore-router-caim-srv-*_trace.log"
      Tag="dir-idm-userstore-router-trace-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*UserStore_userstore-*_*_*.log"
      Tag="dir-idm-userstore-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*UserStore_userstore-*_trace.log"
      Tag="dir-idm-userstore-trace-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*ca-prov-srv-*-imps_*.log"
      Tag="dir-imps-router-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*ca-prov-srv-*-imps_trace.log"
      Tag="dir-imps-router-trace-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*ca-prov-srv-*-impd-*_*_*.log"
      Tag="dir-impd-data-dsa-log"
      Facility="local5")

input(type="imfile"
      addMetadata="on"
      File="/opt/CA/Directory/dxserver/logs/*ca-prov-srv-*-impd-*_trace.log"
      Tag="dir-impd-data-dsa-trace-log"
      Facility="local5")

# Send logs to remote syslog server using TCP (reliable transmission)
# Adding an action queue for better reliability and buffering in case of connection issues with TCP
# Larger queue configuration with disk-based queue if needed
# Only allow logs with Facility local5 to be forwarded
if ($syslogfacility-text == "local5") then {
    action(
      type="omfwd"
      target="log-srv"
      port="10514"
      protocol="tcp"
      action.resumeRetryCount="-1"       # Retry indefinitely if the connection is lost
      queue.type="LinkedList"            # Use a linked list for the queue
      queue.size="50000"                 # Buffer up to 50,000 log messages in memory
      queue.dequeueBatchSize="100"       # Process 100 messages at a time when the queue is being flushed
      queue.highWatermark="40000"        # Start applying flow control when the queue size reaches 40,000
      queue.lowWatermark="10000"         # Resume normal operations when the queue size drops to 10,000
      queue.timeoutEnqueue="0"           # Do not drop messages, wait indefinitely if the queue is full
      queue.workerThreads="4"            # Use multiple worker threads to improve message throughput

      # Disk-based queue settings to handle overflow when memory queue fills up
      queue.spoolDirectory="/var/log/rsyslog-queue"   # Directory for disk-backed queue
      queue.maxDiskSpace="10g"                        # Maximum disk space for the queue
      queue.fileName="largequeue"                     # Name for disk queue files
      queue.saveOnShutdown="on"                       # Save queue to disk on shutdown to prevent data loss
    )
    stop  # Prevent further processing of local5 logs
}

# The '@@' indicates TCP; '@' would indicate UDP
# # Use override here to define where the facility will be redirected to a remote syslog collector
# local5.* @log-srv:10514
#
# Restart rsyslog:   sudo systemctl restart rsyslog
# Note: Check /var/log/messages for any typo errors via
#   sudo systemctl restart rsyslog ; tail -n 100 -F /var/log/messages | grep -i syslog
#
# Optional: You may redirect additional facility levels as needed
# local5.* /var/log/local5.log
#
# Within Splunk UI - Use sourcetype="syslog"  and the tag strings

Updated /etc/rsyslog.d/rsyslog-custom.conf  to use imfile and exclude any noise from imjournal



sudo sysctl -w net.ipv6.conf.all.disable_ipv6=1
sudo sysctl -w net.ipv6.conf.default.disable_ipv6=1

1) Noise from imjournal and IP6 via Network Manager impacted queries

config@vapp145 VAPP-14.5.1 (192.168.2.102):/etc/rsyslog.d > cat rsyslog-custom.conf

# Send logs to remote syslog server using TCP (reliable transmission)
# Adding an action queue for better reliability and buffering in case of connection issues with TCP
# Larger queue configuration with disk-based queue if needed
# Only allow logs with Facility local5 to be forwarded
if ($syslogfacility-text == "local5") then {
    action(
      type="omfwd"
      target="log-srv"
      port="10514"
      protocol="tcp"
      action.resumeRetryCount="-1"       # Retry indefinitely if the connection is lost
      queue.type="LinkedList"            # Use a linked list for the queue
      queue.size="50000"                 # Buffer up to 50,000 log messages in memory
      queue.dequeueBatchSize="100"       # Process 100 messages at a time when the queue is being flushed
      queue.highWatermark="40000"        # Start applying flow control when the queue size reaches 40,000
      queue.lowWatermark="10000"         # Resume normal operations when the queue size drops to 10,000
      queue.timeoutEnqueue="0"           # Do not drop messages, wait indefinitely if the queue is full
      queue.workerThreads="4"            # Use multiple worker threads to improve message throughput

      # Disk-based queue settings to handle overflow when memory queue fills up
      queue.spoolDirectory="/var/log/rsyslog-queue"   # Directory for disk-backed queue
      queue.maxDiskSpace="10g"                        # Maximum disk space for the queue
      queue.fileName="largequeue"                     # Name for disk queue files
      queue.saveOnShutdown="on"                       # Save queue to disk on shutdown to prevent data loss
    )
    stop  # Prevent further processing of local5 logs
}

2) Noise from imjournal being forwarded to imfile for "action"

3) Syslog indexes were being defaulted to GMT/UTC TZ - impacted queries

















sourcetype="syslog" source="tcp:10514"
| eval index_time=strftime(_indextime, "%Y-%m-%d %H:%M:%S")
| eval event_time=strftime(_time, "%Y-%m-%d %H:%M:%S")
| table _raw _time index_time event_time

Be aware of TZ configuration/issue:
index_time does not match event_time  and impact query



index=main sourcetype="syslog" source="tcp:10514" host="vapp145" imps_etatrans_log 
| rex field=_raw 
"^(<(?<priority>\d+)>)?\s*(?<timestamp>\w{3}\s+\d{1,2}\s+\d{2}:\d{2}:\d{2})\s+(?<host>\S+)\s+(?<syslogtag>\S+)\s+.*?TID=(?<tid>\w{6}):(?<action>\w+)\s*:\s*(?<status>.*)"
| table _time timestamp host syslogtag tid action status

index=main sourcetype="syslog" source="tcp:10514" host="vapp145" "imps-etatrans-log"
| rex field=_raw "^(<(?<priority>\d+)>)?\s*(?<timestamp>\w{3}\s+\d{1,2}\s+\d{2}:\d{2}:\d{2})\s+(?<host>\S+)\s+imps-etatrans-log\s+.*?TID=(?<tid>\w{6}):(?<action>\w+)\s*:\s*(?<status>.*)"
| timechart span=1d count by action



index=main sourcetype="syslog" source="tcp:10514" host="vapp145" "imps-etatrans-log"
| rex field=_raw "^(<(?<priority>\d+)>)?\s*(?<timestamp>\w{3}\s+\d{1,2}\s+\d{2}:\d{2}:\d{2})\s+(?<host>\S+)\s+imps-etatrans-log\s+.*?TID=(?<tid>\w{6}):(?<action>\w+)\s*:\s*(?<status>.*)"
| timechart span=1d count by action useother=f limit=10
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